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A Soft Input Decoding Algorithm for
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Jens Spinner, Jürgen Freudenberger, Member, IEEE, and Sergo Shavgulidze

Abstract— This paper proposes a soft input decoding algorithm
and a decoder architecture for generalized concatenated (GC)
codes. The GC codes are constructed from inner nested binary
Bose–Chaudhuri–Hocquenghem (BCH) codes and outer Reed–
Solomon codes. In order to enable soft input decoding for the
inner BCH block codes, a sequential stack decoding algorithm is
used. Ordinary stack decoding of binary block codes requires the
complete trellis of the code. In this paper, a representation of the
block codes based on the trellises of supercodes is proposed in
order to reduce the memory requirements for the representation
of the BCH codes. This enables an efficient hardware implemen-
tation. The results for the decoding performance of the overall
GC code are presented. Furthermore, a hardware architecture
of the GC decoder is proposed. The proposed decoder is well
suited for applications that require very low residual error rates.

Index Terms— Generalized concatenated codes, Bose-
Chaudhuri-Hocquenghem codes, Reed-Solomon code codes,
decoder architecture, soft input decoding, flash memory.

I. INTRODUCTION

ERROR correction coding (ECC) based on GC codes has
a high potential for various applications in data commu-

nication and data storage systems, e.g., for digital magnetic
storage systems [1], for non-volatile flash memories [2], and
for two-dimensional bar codes [3]. Generalized concatenated
codes are typically constructed from inner nested binary
Bose-Chaudhuri-Hocquenghem (BCH) codes and outer Reed-
Solomon (RS) codes [4]–[6]. With algebraic decoding, GC
codes have a low decoding complexity compared to long BCH
codes. Such codes are well suited for fast hardware decoding
architectures [7].

A codeword of a GC code can be considered as a matrix.
For encoding the information is stored in the matrix. In the
first encoding step the rows of the matrix are protected by
block codes (the outer codes) over the Galois field G F(2m).
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Next each column is protected with binary codes, the inner
codes. Typically binary BCH codes are used as inner codes
and RS codes as outer codes [8]. A decoder processes the
erroneous data in multiple decoding steps. In [7] algebraic
decoding is used in each decoding step. This is adequate if the
channel provides no soft information about the transmitted or
stored bits. However, if the channel provides reliability infor-
mation, e.g. an AWGN channel, this soft information should
be exploited by the decoder. For GC codes, it is sufficient
to decode the inner codes exploiting the soft information.
In [7] a pipelined decoder architecture for GC codes was
proposed which is based on algebraic hard input decoding
of the component codes. In this work we extend this design
to soft input decoding. We propose a new decoding algorithm
and decoder architecture for GC codes.

There exist numerous soft input decoding algorithms
for binary block codes (see [5] for an overview). For
instance, reliability-based decoding algorithms like Chase
decoding [9], [10], ordered statistic decoding [11], and the
Dorsch algorithm [12]–[14], just to name a few. Such algo-
rithms can offer a performance that is similar to maximum-
likelihood (ML) decoding, but usually do not guarantee to find
the ML codeword. However, many of these methods would not
be suitable for a fast hardware implementation. Furthermore,
many channels with quantized output provide only a small
number of decision thresholds and hence only 2 or 3 bits of
soft information per code bit which is not sufficient for many
reliability-based decoding algorithms.

In this work we consider sequential stack decoding as
proposed in [15]. Sequential decoding has a low computational
complexity, if the noise level is small. This is the case for
many applications of GC codes, e.g., for error correction
coding in storage systems. Sequential decoding was originally
introduced for tree codes. In order to decode binary block
codes, the syndrome trellis is used as a representation of the
code [16]. For block codes the number of trellis states grows
exponentially with the number of redundancy bits. Hence, the
trellis based sequential decoding as proposed in [15] is only
feasible for codes with low error correcting capabilities.

The GC construction is based on nested-BCH codes where
higher levels have higher error correcting capabilities. In this
work, we propose some improvements compared to the algo-
rithm from [15]. We use the code trellis only in the first level
of the GC code for decoding the inner BCH code, i.e., for the
code with the lowest error correcting capability. For the next
levels, we exploit the partitioning of the nested-BCH codes
in order to reduce the space complexity required for repre-
senting the code. We propose a representation based on super-
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codes [17]. A similar method was introduced in [18] and [19]
to reduce the decoding complexity of maximum-likelihood
decoding. The concept of supercode decoding is well suited for
decoding of GC codes, because the higher levels of the nested-
BCH codes are supercodes of the lower levels. Furthermore,
we propose a sequential list-of-two decoding algorithm that
improves the residual word error rate.

The residual error rates for GC codes can be determined
analytically [4], which is important for applications where a
low probability of failure has to be guaranteed. A particu-
lar example is coding for flash memories that provide soft
information about the state of the memory cells. Tradition-
ally, a binary symmetric channel (BSC) is used as channel
model for flash memories and BCH codes are used for error
correction [20]–[22]. Recently, for NAND flash memories
concatenated codes were proposed that are constructed from
long BCH codes [23], [24]. These codes can achieve low
residual error rates, but require very long codes and hence
a long decoding latency, which might not be acceptable for
all applications of flash memories.

The performance of error correction coding can be improved
if reliability information about the state of the cell is avail-
able [25]. In this case, the channel can be considered as
binary input additive white Gaussian noise (AWGN) channel,
where the channel output is quantized using a small number
of bits [23]. In order to exploit the reliability information
soft input decoding algorithms are required. For instance, low-
density parity-check (LDPC) codes can provide stronger error
correcting performance in NAND flash memories [26]–[29].
However, LDPC codes have high residual error rates (the
error floor) and are not suitable for applications that require
very low decoder failure probabilities [2]. For instance, the
JEDEC standard for Solid-State Drive (SSD) recommends an
uncorrectable bit error rate of less than 10−15 for client appli-
cations and of less than 10−16 for enterprise solutions [30].
For some applications, block error rates less than 10−16 are
required [31]. We demonstrate that GC codes can achieve such
low residual error rates.

Note that the threshold voltage sensing operation that is
required to obtain the soft information incurs a larger energy
consumption and a latency penalty [32]. Hence, the soft
information might only be used for blocks where the decoding
without reliability information fails. We therefore propose a
decoder architecture that supports hard and soft input decod-
ing. The hard input mode provides fast decoding, whereas the
number of decoding cycles in the soft input mode increases
with the actual number of erroneous bits. This enables a trade-
off between decoding speed and hardware complexity.

In Section II, we give a brief introduction into the GC con-
struction, explaining its structure and the decoding algorithm.
Later-on we describe the stack algorithm. This algorithm
is used to decode the nested-BCH codes. In Section III,
we describe the proposed supercode decoding algorithm and
sequential list-of-two decoding. Next, we consider the GC
decoding procedure and the decoding error probability in
Section IV. Finally, an implementation of the soft decoding
of the GC codes and results for the decoding complexity are
presented.

Fig. 1. GC encoding scheme for L levels. The GC codeword matrix has
size na × nb , where na is the length of the outer codes over the Galois field
G F(2m). The binary inner codes have length nb . The grey areas represent
the redundancy that is calculated by outer and inner encoding.

II. GC CONSTRUCTION

In this section we explain the GC construction and its
parameters. A detailed discussion can be found in [4]. The
encoding process of a GC code is illustrated in Fig. 1. The GC
codeword is arranged in an nb × na matrix, where na and nb

are the lengths of the outer and inner codes, respectively. The
encoding starts with the outer codes. The rows are protected
by L Reed-Solomon codes of length na , i.e., L denotes the
number of levels. m elements of each column represent one
symbol from the Galois field G F(2m). Hence, m rows form
a codeword of an outer code A(i), i = 0 . . . , L − 1. Note that
the code rate of the outer codes increases from level to level.
The outer codes protect Lm rows of the matrix. The remaining
nb − Lm rows are used for the redundancy of the inner codes.
After the outer encoding the columns of the codeword matrix
are encoded with binary inner codes of length nb. In Fig. 1,
the grey areas indicate the redundancy parts of the codeword
matrix that are filled by outer and inner encoding. Each column
of the codeword matrix is the sum of L codewords of nested
linear BCH codes.

B(L−1) ⊂ B(L−2) ⊂ . . . ⊂ B(0) (1)

Hence, a higher level code is a sub-code of its predecessor,
where the higher levels have higher error correcting capabil-
ities, i.e., tb,L−1 ≥ tb,L−2 ≥ . . . ≥ tb,0, where tb,i is the
error correcting capability of level i . The code dimensions are

k(0)
b = Lm, k(1)

b = (L − 1)m, . . . , k(L−1)
b = m.

The codeword of the j -th column is the sum of L code-
words.

b j =
L−1∑

i=0

b(i)
j . (2)
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TABLE I

PARAMETERS OF THE CODE FROM EXAMPLE 1. kb,i AND db,i ARE THE
DIMENSION AND MINIMUM HAMMING DISTANCE OF THE BINARY

INNER CODE OF LEVEL i . ka,i AND da,i ARE THE DIMENSION AND

MINIMUM HAMMING DISTANCE OF THE OUTER RS CODES

These codewords b(i)
j are formed by encoding the symbols

a j,i with the corresponding sub-code B(i), where a j,i is the
j -th symbol (m bits) of the outer code A(i). For this encoding
(L − i − 1)m zero bits are prefixed onto the symbol a j,i . Note
that the j -th column b j is a codeword of B(0), because of the
linearity of the nested codes.

Example 1: We consider a GC code that is designed for
2kbyte information blocks. For this GC code we use L = 6
levels with inner nested-BCH codes over G F(26) and outer
RS codes over G F(29). In the first level the inner code can
correct a single error and therefore six redundancy bits are
needed. Thus the number of rows is nb = 6 · 9 + 6 = 60.

All inner codes are binary BCH codes of length nb = 60,
where the code B(0) has kb,0 = 54 and minimum distance
db,0 = 3. The outer RS codes are constructed over the Galois
field G F(29). Hence, the dimension of the inner codes is
reduced by m = 9 bits with each level. The GC code is
constructed from L = 6 outer RS codes of length na = 343.
The parameters of the codes are summarized in Table I. The
code has overall dimension k = m

∑L−1
i=0 ka,i = 16596 and

length n = na · nb = 20580. The code has a code rate
R = 0.806. The design of this code will be discussed later on.

III. SEQUENTIAL STACK DECODING

The GC decoder processes level by level, where first the
inner codes and then the outer codes are decoded. In order
to enable soft input decoding of the overall GC code, a soft
input decoding algorithm for the inner codes is required. In this
section we describe sequential decoding procedures using the
stack algorithm for block codes. These decoding methods are
used to decode the binary inner codes.

A. Sequential Stack Decoding Using a Single Trellis

Firstly, we consider the sequential decoding procedure as
presented in [15]. All algorithms considered in this paper
are based on this decoding method which uses a trellis to
represent the code. Later-on, we will present improvements to
this decoding algorithm.

The stack decoding procedure uses the trellis representation.
A trellis T = (S, W ) is a labeled, directed graph, where
W = {w} denotes the set of all branches in the graph and
S = {σ } is the set of all nodes. The set S is decomposed
into n + 1 disjoint subsets S = S0 ∪ S1 ∪ . . . ∪ Sn that are
called levels of the trellis. Similarly, there exists a partition of
the set W = W 1 ∪ W 2 ∪ . . . ∪ W n . A node σ ∈ St of the

level t may be connected with a node σ̃ ∈ St+1 of the level
t + 1 by one or several branches. Each branch wt is directed
from a node σ of level t − 1 to a node σ̃ of the next level t .
We assume that the end levels have only one node, namely
S0 = {σ0} and Sn = {σn}. A trellis is a compact method of
presenting all codewords of a code. Each branch of the trellis
wt is labeled by a code symbol vt (wt ). Each distinct codeword
corresponds to a distinct path in the trellis, i.e., there is a
one-to-one correspondence between each codeword v in the
code and a path w in the trellis: v(w) = v1(w1), . . . , vn(wn).
We denote code sequence segments and path segments by
v[i, j ] = vi , . . . , v j and w[i, j ] = wi , . . . , w j , respectively.
The syndrome trellis, can be obtained using its parity-check
matrix [16]. The syndrome trellis is minimal inasmuch as this
trellis has the minimal possible number of nodes |S| among
all possible trellis representations of the same code.

The sequential decoding procedure as presented in [15] is a
stack algorithm, i.e., a stack is required to store interim results.
The stack contains code sequences of different lengths. Let vt

denote a code sequence of length t , i.e., vt = v1, . . . , vt . Each
code sequence is associated with a metric and a node σt . The
node σt is the node in the trellis that is reached if we follow the
path corresponding to the code sequence through the trellis.
The metric rates each code sequence and the stack is ordered
according to these metric values where the code sequence at
the top of the stack is the one with the largest metric value.
There exist different metrics in the literature to compare code
sequences of different length. In the following, we consider
the Fano metric which is defined as follows. Let vi be the
i -th code bit and ri the i -th received symbol for transmission
over a discrete memoryless channel. The Fano metric for a
code bit vi is defined by

M(ri |vi ) = log2
p(ri |vi )

p(ri )
− B (3)

where p(ri |vi ) is the channel transition probability and p(ri )
is the probability to observe ri at the channel output. The
term B is a bias term that is typically chosen to be the code
rate R [33]. The Fano metric of a code sequence vt is

M(rt |vt ) =
t∑

i=1

M(ri |vi ) (4)

where rt is the sequence of the first t received symbols. Note
that the Fano metric according to Equation (3) is only defined
for discrete memoryless channels (DMC). We consider the
quantized AWGN channel which is a DMC. Binary block
codes typically have no tree structure. Consequently, the
Fano metric is not necessarily the best metric for all binary
block codes. For instance, in [34] a metric with variable
bias term was proposed for linear block codes. However,
in our simulations for binary BCH codes we found that
B = R provides good results for all considered channel
conditions.

We demonstrate Algorithm 1 in the following example,
where for simplicity we assume transmission over a binary
symmetrical channel.
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Algorithm 1 Sequential Stack Decoding Using a Single
Trellis
Data: received word r
Result: estimated codeword v̂
sequential decoding starts in the first node σ0 of the
trellis;
calculate the metric values for v1 = 0 and v1 = 1;
insert both paths into the stack according to their metric
values;
while the top path has not approached the end node σn

do
remove the code sequence vt at the top from the stack;
if the branch vt+1 = 0 exists in the trellis for the
node σt corresponding to the top path vt then

calculate the metric
M(rt+1|vt+1) = M(rt |vt ) + M(rt+1|vt+1 = 0);
insert the code sequence vt+1 = (vt , 0) into the
stack;

end
if the branch vt+1 = 1 exists in the trellis for the
node σt corresponding to the top path vt then

calculate the metric
M(rt+1|vt+1) = M(rt |vt ) + M(rt+1|vt+1 = 1);
insert the code sequence vt+1 = (vt , 1) into the
stack;

end
end
return the codeword v̂ corresponding to the top path in
the final iteration;

Example 2: Consider for instance the code B =
{(0000), (1110), (1011), (0101)} with parity-check matrix

H =
(

1 1 0 1
0 1 1 1

)
.

The corresponding trellis is depicted in Fig 2a). We assume
transmission over a binary symmetrical channel with error
probability 0.1. Hence, we have

M(ri |vi ) ≈
{

0.3 for ri = vi

−2.8 for ri �= vi

The following tables represent the stack for the received
sequence r = (0010).

1st i teration 2nd i teration

vt M(rt |vt )

0 0.3

1 −2.8

vt M(rt |vt )

00 0.6

01 −2.5

1 −2.8

3rd i teration 4th i teration

vt M(rt |vt )

000 −2.2

01 −2.5

1 −2.8

vt M(rt |vt )

0000 −1.9

01 −2.5

1 −2.8

Fig. 2. Trellises of the example code and of its two supercodes.
Trellis a) is a representation of the complete code, whereas the
trellises b) and c) are the representations of the supercodes.

B. Supercode Decoding for Nested-BCH Codes

In this section we first describe the supercode decoding.
Then we discuss the proposed application of supercode decod-
ing for the nested-BCH codes that are used in the GC code.
A supercode is a superset B1 of the original code B ⊂ B1.
In order to decode the original code B, two supercodes B1
and B2 have to be constructed such that B1 ∩ B2 = B. The
supercodes have fewer redundancy bits and thus fewer trellis
states. The supercodes can be constructed such that each code
has half of the original redundancy bits. This reduces the
number of states from O(2r ) to O(2

r
2 ) in standard order

notation, where r is the number of parity bits. The concept
of supercode decoding is well suited for decoding of GC
codes, because the higher levels of the nested-BCH codes are
supercodes of the lower levels (cf. Equation (1)).

A supercode Bi of the block code B is a code containing
all codewords of B. For a linear code B with parity-check
matrix H, we can construct two supercodes B1 and B2 such

that B = B1 ∩ B2. Let H =
(

H1
H2

)
be the parity-check matrix

of the code B, this means that H1 and H2 are two sub-matrices
of H. Then the sub-matrices H1 and H2 define the supercodes
B1 and B2, respectively.

Example 3: Consider the code B from Example 5.
We obtain

H1 = (
1 1 0 1

)

⇓
B1 = {(0000), (1100), (1110), (0010),

(1011), (1001), (1011), (0101)}
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and

H2 = (
0 1 1 1

)

⇓
B2 = {(0000), (1000), (0110), (1110),

(1011), (1101), (0011), (0101)},
where the underlined vectors are the codewords of the
code B. The corresponding supercode trellises are depicted in
Fig. 2b) and 2c).

Next we state the proposed sequential decoding algorithm.
Any path stored in the stack is associated with a metric value
as well as two states σt,1 and σt,2 which are the states in the
trellis for supercode B1 and B2, respectively.

We demonstrate decoding Algorithm 2 in the following
example, where we consider the same setup as in Example 5.

Example 4: The following tables represent the stack for the
received sequence r = (0010) for the proposed algorithm.

1st i teration 2nd i teration

vt M(rt |vt )

0 0.3
1 −2.8

vt M(rt |vt )

00 0.6
01 −2.5
1 −2.8

3rd i teration 4th i teration
vt M(rt |vt )

001 0.9
000 −2.2
01 −2.5
1 −2.8

vt M(rt |vt )

000 −2.2
01 −2.5
1 −2.8

5th i teration
vt M(rt |vt )

0000 −1.9
01 −2.5
1 −2.8

Note that the stack in the third iteration differs from Exam-
ple 5, because the code sequence 001 exists in both supercode
trellises but not in the actual code. This code sequence is
deleted in the next iteration, because it cannot be extended in
both supercode trellises.

As the previous example demonstrates, the time com-
plexity of the proposed algorithm may be larger than with
Algorithm 1. This results from code sequences that exist in the
super codes, but are not valid in the actual code. Nevertheless,
both algorithms result in the same codeword.

Theorem 1: Algorithm 1 and Algorithm 2 result in the same
estimated codeword.

Proof: Both algorithms differ only with respect to the
representation of the code. To prove the proposition it is
sufficient to verify that both representations are equivalent.
We first prove by induction that the estimated codeword
corresponds to a valid path in both supercode trellises,
i.e., it is a codeword in both supercodes. The base case is
the initial step where the code bits 0 and 1 are inserted in the
stack. Note that a linear code has no code bit positions with
constant values. Hence, the transitions v1 = 0 and v1 = 1
exist in both supercode trellises. For the inductive step, we
assume that a path for the code sequence vt exists in both

Algorithm 2 Sequential Stack Decoding Using Supercode
Trellises

Data: received word r
Result: estimated codeword v̂
sequential decoding starts in the nodes σ0,1 and σ0,2 of
the supercode trellises;
calculate the metric values for v1 = 0 and v1 = 1;
insert both paths into the stack according to their metric
values;
while the top path has not approached the end nodes
σn,1 and σn,2 do

remove the code sequence vt at the top from the stack;
if the branch vt+1 = 0 exists in the trellis for both
nodes σt,1 and σt,2 corresponding to the top path vt

then
calculate the metric
M(rt+1|vt+1) = M(rt |vt ) + M(rt+1|vt+1 = 0);
insert the code sequence vt+1 = (vt , 0) into the
stack;

end
if the branch vt+1 = 1 exists in the trellis for both
nodes σt,1 and σt,2 corresponding to the top path vt

then
calculate the metric
M(rt+1|vt+1) = M(rt |vt ) + M(rt+1|vt+1 = 1);
insert the code sequence vt+1 = (vt , 1) into the
stack;

end
end
return the codeword v̂ corresponding to the top path in
the final iteration;

supercode trellises. It follows from Algorithm 2 that this path
is only extended if the extended path exists in both supercode
trellises. This proves the claim that the estimated codeword
corresponds to a valid path in both supercode trellises. Now
note that B = B1 ∩ B2, i.e., a path is only valid in both
supercode trellises if and only if it is a valid codeword of
the code B.

Algorithm 2 reduces the space complexity required for
representing the code. We demonstrate this in the following
example.

Example 5: We consider three BCH codes from Table I.
All codes have length n = 60. In the first level, we use a
single-error correcting code. This code has 3,262 nodes in
the trellis. This code is a supercode of the BCH code of the
second level. The trellis of the second level has 159,742 nodes.
However, utilizing the trellis of the first level code, we require
only a single additional supercode trellis with 2,884 nodes to
represent the code at the second level. Finally, the code at the
third level has a trellis with 7,079,886 nodes. Using supercode
decoding, we utilize the trellises of the first and second level
and require one additional supercode trellis with 2,410 nodes
to represent the third code.

With sequential decoding the number of visited nodes in
the trellis (the number of iterations) depends on the number
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of transmission errors. Note that with the presented codes the
time complexity with Algorithm 2 is at most 1.75 times larger
than with Algorithm 1.

C. List-of-Two Decoding

Next, we present two techniques to improve the performance
and the complexity of Algorithm 1. Firstly, we demonstrate
that the soft input decoding can be omitted in cases where
the hard decision of the received vector corresponds to a
valid codeword. We propose a sequential list-of-two decoding
algorithm. List-of-two decoding is motivated by the fact that
Algorithm 1 is not a maximum-likelihood decoding procedure.
Hence, we may search for further codewords in order to find
better candidates than the result of Algorithm 1.

Consider an additive white Gaussian noise channel with
binary phase shift keying. A binary code symbol vt ∈ F2
is mapped to the transmission symbol xt ∈ {+1,−1} by
xt = 1−2vt . The transmitted symbol vector x is distorted by a
noise vector n such that the received sequence is r = x+n. The
noise vector n is a vector of independent identically distributed
Gaussian random variables with mean zero. Hence,

p(rt | xt = ±1) = 1√
2πσ 2

· e− (rt ∓1)2

2σ2 , (5)

where σ 2 denotes the variance of the Gaussian distribution.
For this channel, it is common practice to use the quadratic
Euclidean distance d2

E (x, r) = ∑n
t=1 |xt − rt |2 as metric,

because

arg

(
max
v∈C

P(r|v)

)
= arg

(
min
v∈C

d2
E (x, r)

)
. (6)

However, we have

d2
E (x, r) =

n∑

t=1

x2
t − 2

n∑

t=1

xtrt +
n∑

t=1

r2
t (7)

Let r̃t = sgn(rt ) denote the sign, i.e., the hard decision, of rt .
Using

n∑

t=1

xtrt =
n∑

t=1

|rt | − 2
∑

t : xt �=r̃t

|rt | (8)

we obtain

d2
E (x, r) = n + 4

∑

t : xt �=r̃t

|rt | − 2
n∑

t=1

|rt | +
n∑

t=1

r2
t (9)

Note that
∑

t : xt �=r̃t
|rt | is the only term in (9) that depends

on x. Consequently, instead of minimizing the quadratic
Euclidean distance we may also minimize

∑
t : xt �=r̃t

|rt |. Note
that

∑
t : xt �=r̃t

|rt | = 0 if the vector r̃ = (r̃1, . . . , r̃n) cor-
responds to a valid codeword. Hence, in this case, r̃ is the
maximum-likelihood estimate.

Now we consider list-of-two decoding. In order to enable a
trade-off between performance and complexity, we introduce
a threshold ρ for the metric of the estimated codeword.

In Algorithm 3 we apply Algorithm 1 to decode the
inner codes at the first level, i.e., the codewords of
the code B(0), whereas we apply Algorithm 2 for the

Algorithm 3 Sequential List-of-Two Decoding
Data: received word r, threshold ρ
Result: estimated codeword v̂
if r̃ corresponds to a valid codeword then

return the codeword v̂ corresponding to r̃;
else

calculate a first estimate v1 using either Algorithm 1
or Algorithm 2;
if M(r, v1) ≥ ρ then

return the codeword v̂ = v1;
else

remove v1 from the stack;
calculate a second estimate v2 using either
Algorithm 1 or Algorithm 2;
if M(r, v1) ≥ M(r, v2) then

return v̂ = v1;
else

return v̂ = v2;
end

end
end

Fig. 3. Comparison of Algorithm 1 and Algorithm 3 with respect to the
residual word error rate (WER).

lower levels. Figure 3 presents the performance of Algorithm 1
and Algorithm 3 with respect to the residual word error
rate (WER) for transmission over the AWGN channel. The
code is a one error correcting binary BCH code of length
n = 60. This code is later-on used as inner code in the
first level of the GC code. The decoding performance and
the number of decoding iterations depend on the threshold ρ.
Figure 4 presents a comparison with respect to the number of
iterations, where we have used two different threshold values
denoted by ρ1 and ρ2, respectively. The values of ρ2 were
obtained by computer search in order to minimize the word
error rate for a given signal to noise ratio. The values of ρ1
were chosen to demonstrate that Algorithm 3 can reduce the
word error rate compared with Algorithm 1 with a similar
complexity.
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Fig. 4. Comparison of Algorithm 1 and Algorithm 3 with respect to the
number of iterations.

Fig. 5. GC decoding schemes.

IV. GC DECODING AND DECODING ERROR PROBABILITY

The decoder processes level by level starting with i = 0.
Fig. 5 depicts the decoding steps. Let i be the index of the
current level. First the columns are decoded with respect to
B(i) and the information bits have to be inferred (re-image)
in order to retrieve the code symbols a j,i of A(i) where j
the column index. If all symbols of the code A(i) are inferred
the RS code can be decoded. At this point a partial decoding
result âi is available. Finally this result has to be re-encoded
using B(i). The estimated codewords of the inner code B(i) are
subtracted from the codeword matrix before the next level can
be decoded. The detailed encoding and hard input decoding
process is described in [35].

In the first level i = 0 we use soft input decoding according
to Algorithm 1. Starting with the second level, we exploit
the structure of the nested-BCH codes and use Algorithm 2,
where the code at level i − 1 can be used as supercode of
the code of level i . For the implementation, we limit the
number of decoding iterations for each inner code. If the
number of iterations exceeds a threshold a decoding failure

is declared. For the outer RS codes we employ error and
erasure decoding [36], where the decoding failures of the inner
codes are regarded as erased symbols of the RS code.

In the following, we present an analysis of the probability of
a decoding error for the GC decoder. Afterwards, we present
an example that illustrates the performance of the proposed
decoding procedure.

A. Probability of a Decoding Error

The performance of the soft input decoding of the inner
codes can be determined using Monte Carlo simulation. Let
Pb,i be the error probability for the decoding of the inner
code B(i). Furthermore, let Pe,i be the corresponding prob-
ability of a decoder failure. We bound the probability of a
decoding error with the multi-stage decoding algorithm.

Let Ti = na − ka,i be the number of redundancy symbols
for the outer RS code A(i) at the i -th level. The probability
Pa,i of a decoding error with error and erasure decoding at
the i -th level can be computed as follows [36]:

Pa,i =
Ti∑

q=0

na−q∑

t=� Ti−q
2 +1

Pq

(
na − q

t

)
Pt

b,i (1 − Pb,i )
na−q−t

+
na∑

q=Ti +1

Pq (10)

where Pq is the probability of q erasures

Pq =
(

na

q

)
Pq

e,i (1 − Pe,i )
na−q . (11)

Using the union bound, we can estimate the block error rate
PGC for the GC code, i.e., the likelihood of the event that at
least one level is in error

Pe ≤
L−1∑

i=0

Pa,i . (12)

Example 6: Consider the code from Example 1. This code
has a code rate R = 0.806 and was designed to guarantee
Pe ≤ 10−16 according to (12) for Eb

N0
≥ 4.7d B , where soft

input decoding is used in the first three levels and hard input
decoding in the remaining levels.

B. Comparison Error Correction Performance

We compare the error correction performance of the GC
code in different decoding modes with the performance of
long BCH codes with hard input decoding. As performance
measure, we use the code rate that is required to guarantee
for a given signal to noise ratio an overall word error rate less
than 10−10 or 10−16, respectively. All codes are constructed
similar to the code presented in Example 1. In particular, the
inner codes are chosen according to Table I. Whereas the error
correcting capability of the outer codes are adapted to obtain
the highest possible code rate for a given signal to noise ratio.
Note that in this example, the overall code rate of the GC code
is at most R = 0.9, because of the choice of the inner code.

Fig. 6 depicts the code rate versus the signal to noise ratio
for Pe = 10−10, whereas the results for Pe = 10−16 are
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Fig. 6. Code rate versus signal to noise ratio for Pe = 10−10.

Fig. 7. Code rate versus signal to noise ratio for Pe = 10−16.

presented in Fig. 7. The GC code with soft input decoding
outperforms the GC code with hard input decoding for all error
probabilities and the BCH code for code rates below 0.88.
The soft input decoding was simulated with a 3-bit quantiza-
tion. The three curves with soft input decoding use different
decoding strategies, where the soft input decoding is applied
only to the first level, first and the second level, or levels
0 to 2, respectively. The soft input decoding improves the
performance by up to 1.3 dB. For instance, the GC code with
code rate R = 0.8 achieves a block error rate less than 10−16 at
a signal to noise ratio of Eb/N0 = 4.7 dB which is only 1 dB
from the channel capacity of the quantized AWGN channel.
For Pe = 10−10, the code rate R = 0.8 is sufficient for a
signal to noise ratio Eb/N0 ≥ 4.6 dB. Note that soft input
decoding of the first and second level is sufficient for all SNR
values above Eb/N0 = 5.5d B .

V. DECODER ARCHITECTURE

In this section we propose a decoder architecture for a GC
soft input decoder. First we discuss the integration of the

Fig. 8. Block diagram of the sequential decoder.

stack algorithm as inner decoder into the implementation of
the GC decoder presented in [35]. Then the stack algorithm
implementation for supercode decoding with its subsystems is
presented and discussed.

The original hard input GC decoder implementation in [35]
uses algebraic syndrome decoding. In this implementation the
first levels of B can decode tb,0 = 1 and tb,1 = 2 errors.
Thus high error correction capabilities of the outer codes
A(0) and A(1) are required. This leads to lower code rates
and a high decoding complexity of those outer codes. On
the other hand the soft decoding complexity of the column
codes increases significantly with each code level. Hence soft
decoding is of interest for the lower levels.

Subsequently the algebraic decoding logic for the column
code remains in the implementation. Therefore it is possible to
check whether the syndrome is zero. In this case the codeword
can be assumed to be correct, i.e., neither algebraic decoding
nor sequential decoding result in a different codeword.

A. Decoding Logic

A brief system overview is depicted in Fig. 8. The system
consists of a word array of size nb and a desired width which
stores the q-ary word. Furthermore a demultiplexer selects the
currently processed bit position depending on the top path
of the stack and delivers this value to the metric calculator.
Based on the received codeword symbol ri and the previous
metric M(rt−1|vt−1) the metric module returns M(rt |vt ) to
the priority queue block. To represent the supercode trellis
asynchronous ROM is used. Each word of the ROM represents
a trellis node σt,i . The data consists of two pointers for the
successor nodes vt+1 = 0 and vt+1 = 1.

Depending on the top entry of the priority queue the desired
codeword symbol is selected and the next branches for the
actual nodes σt,1 and σt,2 are loaded from the trellis ROM.
The priority queue unloads the top entry and loads the new
paths in a single clock cycle.

Each entry of the priority queue contains several elements.
The first element is the metric value. The path in the trellis,
the length of the path, and a pointer to the current node are
stored. All entries have to be ordered by the metric values
such that the top entry has the highest value.
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The process of the priority queue starts with its initializa-
tion. The starting node, its initial metric value and the path
length are set. Each update cycle begins with the load phase
in which the next node pointers are loaded from the trellis
ROM. Simultaneously the next codeword symbol is loaded
based on the path length index. The next metric value can
be determined based on the code symbol and the available
branches.

With binary codes there exists at least one possible branch
and at most two branches. The resulting branches are pre-
sorted using combinatorial logic. In the following we call these
two entries the major and the minor entries, where the major
entry has the better metric value.

All priority queue elements are successively ordered in a
chain. Each element can exchange its date with its previous
or next neighbour (see Fig. 9). Furthermore each element can
decide whether it keeps its own data, take the data from its
neighbor, load the new major data or the new minor data. In
each element the metric value is compared with the new value.
The result of this comparison is signaled to its predecessor and
successor elements. If the signal of a predecessor is false and
the major metric value comparator gives a positive signal the
new major value will be stored. Likewise if an element receives
a false signal from its successor and the minor metric value
comparator signals a new metric value that is less than the
current value, the new minor data is stored. In the case that an
element receives a signal from its neighbors, space for the new
data has to be created by shifting all entries to next element.

There exist two special cases that have to be taken into
account. The first special case occurs if a node has only a
single outgoing branch. In this case the shifting of elements
has to be prevented by signalling. The second special case
occurs if the new major and the new minor elements are
designated to be inserted into the same entry register. This
case can be detected and preventing by passing this value to
the next element.

The algorithm terminates if the maximum possible path
length is reached. The stored path in the top element is the
decoded codeword. In the practical implementation an iteration
counter will terminate after a determined maximum number of
iterations. This abort can be used to mark this decoded GCC
column as a erasure symbol for the outer RS code.

In order to decode supercodes, the following extensions
have to be implemented. First for each supercode a distinct
ROM is needed which represents its trellis. The metric calcu-
lation has to take all trellis branches of each supercode into
account. Furthermore, all node pointers have to be stored in
the priority queue elements.

B. Area Comparison and Decoding Speed

In this section we present an FPGA implementation of the
proposed soft input decoder and compare it with the hard
input decoder presented in [35]. The hard input decoder uses
algebraic decoding. It consists of the syndrome calculation, the
Berlekamp–Massey algorithm (BMA), and the Chien search
module. The soft input decoder is implemented as proposed
in Section III-B. It has two limitations. First, the length of

Fig. 9. Priority queue element.

Fig. 10. Average number of iterations for the first and second level.

the priority queue is limited to 64 elements. Furthermore the
accuracy of the metric calculation is limited to 16 bits and we
use 3-bit quantization of the input symbols.

The stack algorithm has a variable execution time depend-
ing on the error pattern. This algorithm needs at least
61 cycles to traverse the entire trellis if no error occurred.
This case can be omitted by checking whether the syndrome
of a column word is zero. If no error is detected the soft
decoding can be avoided and thus only a single cycle is
needed.

Fig. 10 depicts the average number of cycles needed for the
stack algorithm. It shows the dependency between the channel
bit error rate and the computational complexity, i.e., fewer
errors lead to fewer decoding cycles. Note that the algebraic
hard-input decoder needs four cycles for the first and six cycles
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TABLE II

RESULTS OF AN FPGA SYNTHESIS

for the second level. Hence, for high signal to noise ratios the
stack algorithm requires an average number of cycles that is
comparable with hard-input decoding.

Next we present FPGA synthesis result for the stack algo-
rithm. The synthesis was performed with Xilinx Vivado and a
Virtex-7 target device. Table II shows the number of slices
and look-up tables (LUT) of the hard input and the soft
input decoder with 3-bit quantization. From these results we
observe that the number of logic elements required for the
stack algorithm is about 82% of the number of logic gates
required for the GC hard input decoder.

VI. CONCLUDING REMARKS AND FUTURE DIRECTIONS

In this work we have presented a soft input decoder for gen-
eralized concatenated codes. We have proposed a sequential
decoding algorithm based on supercode trellises in order to
reduce the complexity of the soft input decoding compared to
ordinary trellis based decoding. This implementation improves
the error correction capability significantly compared with
hard input decoding. Consequently, the proposed method is
a promising approach for soft input decoding of GC codes.
The implementation of the stack algorithm is nine times large
than the algebraic decoder. This complexity can be reduced
by moving the majority of the register entries into read
only memory. Nevertheless, the proposed soft input decoding
increases the overall complexity of the GC decoder by 82%
compared to the decoder presented in [7]. Other soft input
decoding methods for binary BCH codes may reduce the
overall decoding complexity.

The proposed coding scheme is well suited for applications
that require very low residual error rates, e.g., it might be
appropriate for flash memories that provide soft information
about the state of the memory cells. For flash memories,
various concatenated coding schemes were proposed in order
to enable soft input decoding, e.g., product codes [37] and
concatenated coding schemes based on trellis coded modula-
tion and outer BCH oder RS codes [31], [38], [39]. For the
presented simulation results we assumed a quantized additive
white Gaussian noise channel. For practical flash memories,
this model is not accurate. With multi-level cell and triple-
level cell technologies, the reliability of the bit levels and
cells varies and coding schemes were proposed that take these
error characteristics into account [40]–[43]. We believe that

the adaptation of the proposed GC coding scheme for flash
memories is a promising direction for further research.
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